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memo, coMen- m a r if- -Ë decoder B a mq/or des- - prou em / br bom * ar - yar e and

sq/War e r eaUZam a- ° ° ± des- n, we sd yed mm prou e,,, ,u m sequence pr oco n - - The design

was done w ith a sta d- d 0.6 m CM OS process a d 2-layer meta1 technology . It is composed

of logic circuit w ith l 5,887 gates. It runs on a 33 V supply a d operates at 20 M Hz. n e

estimated power consumption is about 98 mW and the chip size is about 4 mm ¿ 4 mm.

I . Introduction

I n m a n y d i g i t a l c o m m u n i c a t i o n s y s t e m s , e - o r c o r r e c t i o n c i r c u i t r y i s w i d e l y u s e d i n o r d e r t o

r e d u c e t h e b i t e - o r r a t e o f t r a n s m i t t e d d a t a [ 2 , 5 ] . C o n v o l u t i o n a l c o d i n g w i t h V h e r b i d e c o d i n g i s

a p o w e r M m e t h o d f o r f o r w a r d e - o r c o r r e c t i o n [ 1 Ä . I n p r e s e n t c o m m e r c i a l a p p l i c a t i o n s , VW± ih¦¿tï¦¦ eaw¦ Irmm.b±
b i

d* eÄ cÄ o© d* eaw IrB .s w i t h R (* cÄ o dd ihmInÌ 1Òg rmaa t× e¼ )º =º lU /Ò2 a d K (* cÄ OÌ Inm1s S õ au¹ ibm1nm ½H t lkÙeam 1nÌ ½é gg t0£lhM½0)º = 7 a r e w i d e l y u s e d .

A v e r y s i m p l e v a r i a t i o n o f t h e V i t a -b i a l g o r i t h m p e n n i t s ç e u s e o f s o f t - d c c i S i o n d e m o d u l a t e d

d a t a i n w h i c h s i g n a l v a l u e s a r e q u a n t i z e d i n t o m u l t i p l e l e v e l s a n d d i g i t i z e d [ 2 , 5 ] .

T h e a d v a n t a g e o f s o n d e c i s i o n d e m o d u l a t i o n i s t h a t t h e s i g n a l v a l u e s n o t o n l y i n d i c a t e w h e t h e r

t h e y r e p r e s e n t o n e o r z e r o , b u t a l s o i n d i c a t e t h e m a g n i t u d e o f t h e c o r r u p t i o n o f t h e s i g n a l b y

n o i s e a t t h e i n s t - I t o f q u m n a t i o n - A s i g m a 1t p r o c e s s i n g g a i n c m b e a c h i e v e d b y u s i n g s o n

d e c i s i o n d a t a , U p b a l l y a b o u t 2 d B f o r 3 - b i t d a t a .

W e d e s i g ¤ d a V h e r b i d e c o d e r t h a t h a s R = l / 2 , K = 7 a d 3 - b i t s o n d e c i s i o n . O u r d e s i g n h a s

a t r a c e - b a c k a r c h i t e c t u r e a d a c h i e v e s t r a c i n g , u p d a t i n g a d s t o r i n g o f t h e r e a l - t i m e s e q u e n c e s

w i t h i n a s i n g l e c l o c k c y c l e .
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H . VI TERBI Algor ithm

The V herbi algorithm is w idely known to be an optimal decoding algorithm for convolutional

codes. The code paths of a convolutional code can be described by a trel l is diagram which is a

time expansion of state diagram [ l -3] . This performs the maximum l ikelihood decoding [ l Ä .

The advantage of V herbi decoding is that the complexiU of the decoder is not a ¥ m uon of the

number of symbols in the codeword sequence î . The algorithm dd em it- s a measure of
similar i- between received signals, at t ime ti, and ®all the Uel l is paths entering each sa te at t ime

L. Then, it removes trell is paths that can not be a candidate for the maximum likelihood choice.

When two paths enter the same state, the one having the smal lest metric is chosen. Th is path is

called the survivor path. The selection of survivor path is performed for al l the states. The

decoder continues in this way and makes decisions by eliminating the least l ikely paths [2-5] .

The early ru c tion of the unlikely paths reduces the decoding complex i- [2] .

V herbi decoder has three m¦ or pans. n e f irst Pm calculates branch metrics. The brm ch

metric is the likelihood metr ic of received codes, and is calculated based on the comparison

between the trel l is and received convolutional codes [2-5] . The second pan is
±Add-Compare-Select(A CS)± pan . In A CS, path metrics are updated by adding branch metrics

associated w ith each possible state transit ion [6] . The number of states N of a convolutional

encoder which generates n encoded bits is a function of the constraint length K and input bits b

[ l ,2] ./ é ¢

N = 2MK-l)

R = b/n
( l )

(2 )

The third pan performs path selection and memery manager- nt . The smal ler path metric is

the path metric for the state and the resulting decision is stored in the survivor sequence

memou management unit where the most l ikely path is determined [6] . Fig. l shows the block
diagram of the convolutional encod- - w ith K = 7, R = l /2 which is widely used in satel lite

communication and DBS(Digital Broadcasting System). Fig. 2 also shows the block diagram of

the V herbi decoder.
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Fig. l . B lock diagram of the convolutional cnCOder(K = 7, R = 1/2)

Fig. 2. B lock diagram of the V herbi decoder
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T he sequence processing m eans that data com e out w ithout suspension. W hen the data are

sent to dest inat ion , the t im e it takes f or the decoder to correct the er rors in data degla des sy stem

perm n nance- T o so lve th is prob lem , our decoder is designed w ith sequence-processing capabi l i- -

T his m akes it possib le to imp lem ent the decoder w ith real-t im e processing [6] .

There are m o M ow n m ethods for the storage of sur viv or sequences Rom w h ich the decoded

sequence is retr i eved[A l ot n e register exchange m ethod is the sim plest conceptual - and a

comm only used technique. B ecause of the large pow er consum ptions and large area requ ired in

V L SI implem entat ions of the reg ister ex change m ethod, the tta ceback m ethod is the preferred

method in the design of large const raint length, high perf orm ance V ita -M decoder-s. Th e u aceback

m ethod stores path infon n at ion in the fon n of an array of recursiv e po inters. U nfortunately , a

di rect im p lem entat ion of the t ta ceback m ethod requires nUther thought , snce it t reat s m em ory Ä

inf in ite in size, w h i le any actual imp lem entat ion contains on ly f in ite m em ory resources w ith a

lim ited num ber of address and data pon s.

It is advantageous to think o f trac- - k m em ory as organ ized in a tw o-dimensional st ru m -e

w ith row s and co lumns. T he num ber of row s is equal to the num ber of states. Each colum n

stores the results of N com par isons corresponding to one sy m bol interval or one stage in a t rel l is

d iagram . Since the stream of sym bols is, in general , sem i- in f in ite, storage locat ions are

per iodical - reused - There w e three U pes of operat ions perf ormed inside a t rac- - k dcCOder-

T raceback Read(T B) - This is one of the tw o read operati ons and consist of reading a bit

and interpreting th is b it in conj unct ion w ith the present state number as a pointer tha indicates

the prev ious state number . Pointer values n om this operat ion are not output as dccoded v alues,

instead they are used to ensure that all paths have COIN a g ed w ith some high probabi l i- , so that

actual decod ing m ay take p lace. T he traceback operat ion is usual ly run to a predeterm ined depth

T bef ore being used to in i t iate the decode read operat ion.

D ecode Read(D C ) - Th is operat ion proceeds in ex act ly the sam e f ash ion Ä the tta ceback

operat ion, but operates on o lder data w ith the state num ber of the f irst decoder read in a

mem ory bank being deten tl ined by the prev iously com pleted t raceback - Pointer values Rom th is

operat ion are the decoded values and w e sent to the b it-order reversing c ircuit . A decode read

can sew e as a dual decode and traceback read, th is al low s us to decode read, mu lt iple co lum ns

using one t raceback read operat ion of T co lum ns.

W r it ing N ew D ata( W R) - T he decisions made by the A C S dare w r itten in to locat ions

corresponding to the states. ThC w r ite po inter advances forw ard as A CS operat ions m ove Rom

one stage to the nex t in the trel l is, and data are w r itten to locat ions j ust Reed by the decode

read operat ion .

For eveU set of column w r ite operat ions, an average of one decode read m ust be per form ed .

T he overhead of T -co lum n traceback read can be spread over one or m ore column decode read

- 39 -
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/ ( ¢ operations, resulting in k read opemtions(k > 1); k includes both decode read operat ions M d

traceback read operations.
Trac- - k algorithms consist of k-pointer algorithm and one-pointer algorithm. n e one-pointer

algorithm di ffers signif icantly n om the k-pointer algorithm. Instead of uti l izing k read pointers to

perform the k reads for every column write operation, we chose to use a single read pointer, but

accelerate read operations, so mat every t ime the wr ite counter adv¤ - es by one column, k

Column reads occur. This acceleration of read operations is made possible by the fact that m ong

the three operations, writ ing new data, trac- - k read a d decode read, wr it ing new data is by
fa the most t ime consuming. n e one-pointer algorithm w ith k1 = 3 is i l lus- ated in Fig. 3.

Only k l + l memory bm ks, each T/(k l - 1) columns long, are required, for a total of (k l +

l )T/(k l - l ) columns. A single read pointer produces the decoded bits in burst . Whi le reading Ki

memory banks, no decoded data are avai lable Rom the fi rst k l - l memory banks. During thc

decode read operat ion in the kdh memou bank , decoded bits we generated at a rate of k l per

stage. Fortunately , the m o-stack structure cm perform both bit order reversal and burst

el imination at the same t ime. We uti lized the one-pointer algorithm for memory management in

traceback operat ion of state values.

BANK 1 BANK 2 BANK 3BANK 0
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Fig. 3. Survivor sequence update in one-pointer method
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Form y has shown that i f r , denned as memory path, is on the order of f ive t imes the

encoder memory or more, decoding decision is maximum l ikelihood [8] . Thus, the value traced

back w ith enough depth in any sa te converges into a fixed position. This properU can be

implemented by four RA M s.

Table 1 shows the sequence processing using four RA M s. A t tO, 64 sa te values are w ritten

into RA M O. A t t l , they are also written into RA M 1. A t C , they are written into RA M 2, a d

the state values written in RAM L we read. A t G, they are written into RA M 3 and the sa te

values wr itten in RA M O are read. The state values read in RA M O are decoded in tr- back

module a d decoded data are written in TB RA M O. At the sa ne time, the state values w ritten

in RA M 2 are read to find convergence value in RA M 1. A t t4, they are wdnen into RA M O, a d

the state values w ritten in RAM 1 are read. M en, they are decoded in tr- back module and

decoded data are wr itten into TB - RAM l . Simultaneously, the sa te values written in RA M 3 are

read to f ind convergence value in RA M2 and the decoded data written in TB- RAM O are read.
A Rer this, decoded data come out of the V ita -bi dec-oder continuously, and the process is simi lar

to what was performed at t4. Fig. 4 shows, the block diagram of the hardware implementation of

trace-back logic which performs the sequence processing. Fig. 5 shows the H- back module which
actual ly performs the trace-back open non- .® ¤

Table 1. M anagement of memory for the Sequence Processing
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Fig. 4. Block diagram of trace-back logic
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Fig. 5. Block diagram of tr- back

W. Simulation And Layout Results

To conf irm the operation of V herbi decoder designed for real-time processing, we perform ed

simulation w ith V HDL(Vcry high speed integrated circuit Hardware Descr iption Language) [7] .
We also performed the gate level o simulat ion. V itel--bi decoder designed in this paper was

simulated and synthesized. A s test bench, we put T , ¯l ,̄ Ō̄, U ,̄ ¯1̄ , repeatedly . Fig. 6 shows the

gate level simulat ion results which make it possible to connrQ the sequence processing.

Fig. 7 shows layout of our V herbi decoder. The design was done w ith a standard O.6 pm

CM0 S process and 2-layer metal technology. It is composed of logic circuit w ith l 5,887 gates,

four l 28 ¿ 64 RA M s, two l 28 ¿ l RA M s, and one 64 ¿ l 6 ROM . It runs on a 3.3 V supply and

operates at 20 M Hz. The est imated power consumption is about 98 mW and the chip size is

about 4 mm ¿ 4 mm.
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Fig. 7. Layout of designed V herbi

Fig.6 level simulat ion
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V . Conclusion

We have designed Vherbi decoder which performs the sequence processing. Trace-back logic

architecture is based on the management of the memory contents. We have used one-pointer

method for memou management in traceback of sa te values. The operation of our design was

conf irmed w ith VHDL simulat ion, a d the actual circuit was synthesized M d laid-out.
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